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ABSTRACT 
High-quality closed captioning of both speech and non-speech ele-
ments (e.g., music, sound efects, manner of speaking, and speaker 
identifcation) is essential for the accessibility of video content, 
especially for d/Deaf and hard-of-hearing individuals. While many 
regions have regulations mandating captioning for television and 
movies, a regulatory gap remains for the vast amount of web-based 
video content, including the staggering 500+ hours uploaded to 
YouTube every minute. Advances in automatic speech recognition 
have bolstered the presence of captions on YouTube. However, 
the technology has notable limitations, including the omission of 
many non-speech elements, which are often crucial for understand-
ing content narratives. This paper examines the contemporary 
and historical state of non-speech information (NSI) captioning on 
YouTube through the creation and exploratory analysis of a dataset 
of over 715k videos. We identify factors that infuence NSI caption 
practices and suggest avenues for future research to enhance the 
accessibility of online video content. 

CCS CONCEPTS 
• Human-centered computing → Accessibility systems and 
tools; Accessibility technologies; Empirical studies in accessibility. 
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1 INTRODUCTION 
With over 500+ hours of video uploaded to YouTube every minute 
[70], online video has become a major medium of communication 
for entertainment, education, news, and more. However, with in-
formation presented in both auditory and visual modalities, online 
video on its own is not accessible to all people, e.g., the large world-
wide d/Deaf and hard of hearing (DHH) population. 

Captions can improve the accessibility of video for DHH audi-
ences [71]. Captions are a textual version of the speech and non-
speech audio information in the video and provide critical content 
to DHH viewers [32]. Closed captioning (i.e., captions that can 
be voluntarily turned on/of) debuted on United States network 
television in March 1980 [23], and over the next twenty years, US 
legislation was passed to require televisions to include caption 
decoders [20] and broadcasters to caption most of their content 
[21]. In 2010, additional legislation was passed that requires most 
previously broadcast content to be captioned when redistributed 
over the internet on ofcial channels [19]. Yet, the vast majority 
of video content on the internet (e.g., YouTube) does not meet this 
criteria and thus is not mandated to be captioned by law. Without 
such regulation, many videos may remain uncaptioned due to the 
considerable time required to manually caption content. 

In recent years, advances in automatic speech recognition (ASR) 
technology, which enables the transcription of spoken words, have 
facilitated the captioning process and thus increased the presence 
of captions on video-sharing and streaming platforms. As cap-
tions have become more prevalent, practitioners and researchers 
have strived to improve captions, thereby enhancing the DHH 
viewers’ access to and overall enjoyment of video content. For 
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example, researchers have investigated various factors infuenc-
ing the perceived quality of captions, including transcription ac-
curacy [13], ASR-generated caption accuracy [37], caption vis-
ibility/legibility [14, 66], caption timing [63], and caption loca-
tion/position [9–11, 33, 36, 41, 58]. To facilitate this progress, re-
searchers have investigated metrics for the evaluation of the speech 
caption quality [6]. 

However, captions are much more complex than just speech 
transcriptions. Captions also communicate non-speech audio infor-
mation (NSI), and while the quality and implementation of captions 
of speech audio information have been greatly improved, the status 
of NSI captions on video-sharing and streaming platforms is far 
from adequate. NSI includes information about non-speech sounds 
such as environmental sounds, sound efects, incidental sounds, 
and music, as well as additional narrative information and extra-
speech information (ESI), which gives context to spoken or signed 
language such as manner of speech (e.g. “[Whispering] Oh no”) 
or speaker label (e.g. “[Juan] Oh no”). NSI seems to be often over-
looked even though NSI is often critical for understanding video 
content. Current NSI captioning of online video seems scarce and 
insufcient for the needs of the DHH viewers compared to the qual-
ity and availability of the captions of speech information, but how 
scarce is it? Is NSI captioning becoming more prevalent? How is the 
rise of ASR afecting NSI captioning? Recent studies have begun 
investigating NSI [7], however, such studies have been limited to 
topics such as speaker identifer [12, 27, 42, 64], manner of speech, 
and prosodic and emotional element of the speech [22, 45] — no 
research currently exists to understand current NSI captioning prac-
tices of online video. In this paper, we seek to address this oversight 
and to understand the current state of NSI captioning practices 
on the most popular online video-sharing platform, YouTube. In 
particular, we aim to answer the following research questions: 

(1) What is the current and historical prevalence of non-speech 
information captioning on YouTube? 

(2) What factors may afect non-speech information captioning 
practices on YouTube? 

To answer these questions and better understand the current 
state of NSI on YouTube, we created a dataset of YouTube videos and 
captions spanning a decade, estimated and manually annotated NSI 
within this dataset, and conducted a quantitive exploratory analysis 
of the data. Our analysis not only facilitates a deeper understanding 
of NSI captioning of online video, but it also identifes multiple 
paths forward to improve NSI captioning and thus increase the 
accessibility of online video content. 

2 BACKGROUND AND RELATED WORK 

2.1 Non-Speech Information (NSI) 
Captions that contain non-speech information (NSI) are those that 
include information about all audio events except for the actual 
words used in verbal or signed communication. NSI includes sound 
efects (e.g. “[Lightsabers swooshing]”), environmental sounds (e.g. 
“[Crickets chirping]”), music (e.g. “[Upbeat jazz guitar]”), as well as 
captions that provide extra-speech information including who is 
speaking and the manner in which they are speaking (e.g. “[Thandi 
whispers] I love you”). 

The history and evolution of closed captions have given prece-
dence to verbal or signed communication over NSI [23]. Sean 
Zdenek, a theorist of rhetoric and captioning, has pointed out the 
logocentrism in captioning, where speech is often given priority 
over NSI, providing many examples of cases where barely audible 
background speech is captioned instead of narratively important 
NSI, such as excluding “[Single gunshot]” and only captioning the 
words softly mumbled “Oh, no”, even though the gunshots are more 
narratively important and that both could likely be captioned simul-
taneously. Despite numerous qualitative studies that reveal what 
DHH viewers determine to be relevant ambient sounds, existing 
closed captioning does not convey robust sound scenes [35, 48, 51]. 
YouTube frst introduced automatic captioning at scale in 2009, with 
no capabilities to caption NSI [30]. 

Several automatic captioning systems have been developed and 
deployed since then. In 2013, Naim et al. tackled the shortcomings 
of combining real-time crowd-sourced captions by aligning multi-
ple captions on a word-by-word basis, providing a more efcient 
and cheaper alternative to automatic captioning for many content 
creators at the time [56]. The impact of ASR systems on under-
standing for real-time classroom captioning was further studied 
at the University of Washington in 2016 [38]. Other models look 
to improve existing ASR systems; Wald discusses the advantage of 
crowd-sourcing to correct errors in speech and sound recognition 
while Liu et al. experiment with cross-modal audio-visual atten-
tion mapping to use relevant information from the visual scene 
to describe ambiguous sound events [49, 65]. Prior work has ex-
plored how to improve auto-generated captions, including adding 
punctuation based on audio context for increased readability [29]. 

While these systems have undoubtedly had positive impacts, 
the lack of human vetting and editing of the generated captions, 
which often contain inaccuracies, have earned them the nickname 
“autocraptions” by members of the DHH community [25]. YouTube 
expanded its automatic captioning system through the addition of 
NSI, what it called “sound efect information”, in 2017 [18]. The 
NSI captioned was limited to the classes of “[Laughter], [Applause], 
and [Music]”, providing the rationale that “while the sound space 
is obviously far richer and provides even more contextually rele-
vant information than these three classes, the semantic information 
conveyed by these sound efects in the caption track is relatively 
unambiguous, as opposed to sounds like [RING], which raises the 
question of ’what was it that rang — a bell, an alarm, a phone?’ ” 
Upon further examination of these claims, the inclusion of music as 
a “relatively [semantically] unambiguous” class of NSI appears to 
be inaccurate. The infamous “[Music]” caption provides little more 
semantically meaningful information than “[RING]’. The ambiguity 
present in deciding which NSI should be captioned and what exact 
language should be used has contributed to the practice of cap-
tioning NSI lagging behind speech in both automatic and manual 
captioning contexts. Recently, models in the machine listening com-
munity have been developed for automated audio captioning (AAC) 
that aim to describe environmental sound scenes with natural lan-
guage [24, 54]. While these models seem relevant for automated 
and semi-automated NSI captioning pipelines, current AAC models 
have not been designed to meet the NSI captioning needs of DHH 
audiences — current models caption audio independently of any 
other context, but the NSI needs of DHH audiences are dependent 
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on complex relationships of sound, visuals, narrative, speech con-
tent, audience hearing abilities, and audience preferences that afect 
what sounds should be captioned and how they should be captioned 
[7]. 

Captions on YouTube include a mix of manually generated cap-
tions, edited automatically generated captions, and unedited auto-
matically generated captions. Up until 28 September 2020, YouTube 
allowed community members to submit captions to the video cre-
ator who could review or edit the captions before adding them to 
the video. YouTube discontinued this service stating that it was 
“underutilized”, although research found that 46.8% of surveyed 
creators leveraged community caption services when they were 
available [47, 50]. The captioning practices on YouTube greatly 
afect DHH viewer’s experience on the platform. Li et al. identifed 
several frustrations with captioning practices on YouTube among 
DHH viewers and creators [47]. These included caption tracks with 
severe grammatical and punctuation errors, incomplete captions 
such as “[Joke]” rather than the actual words of the joke, incomplete 
NSI information such as “[Music]” with no additional detail, and 
the practice of adding additional, potentially confusing in-jokes not 
related to the video content in the video’s captions. 

2.2 Current Captioning Best Practices 
In the United States, television broadcasters and distributors are 
legally required by the Federal Communications Commission (FCC) 
to ensure content released contains captions that are “Accurate... 
Synchronous... Complete... [and] Properly placed” [2, 68]. While 
there are no explicit guidelines outlined by the FCC on best cap-
tioning practices for NSI, under the “Accurate” subheading, it is 
mandated that captions “...convey background noises and other 
sounds to the fullest extent possible.” The current state of NSI cap-
tioning can perhaps be attributed to a lack of clear and extensive 
guidelines on how to caption NSI, as the FCC is the only adminis-
trative agency that can hold media providers responsible for the 
quality of their captions produced for public viewing. 

Best practices for captioning of media on the internet and other 
user-generated content are relatively ambiguous. Under current 
FCC guidelines, “full-length internet video programming” that has 
previously been aired on TV in the US is required to be captioned. 
Yet, this is only regulated when clips from videos are distributed 
on the programming distributor’s own website. Clips found on 
third-party websites, such as YouTube, are not legally required to 
provide closed captioning, limiting access to online media content 
to many individuals [1]. 

Despite the lack of legally binding guidelines for professional 
captioning online, there have been attempts at suggestions for cap-
tioning NSI and style guides for categories of NSI, such as sustained 
versus discrete sound efects. For instance, Zdenek’s captioning 
theory and guideline book Reading Sounds provides nuanced guid-
ance on how to enhance the quality and legibility of NSI captions. 
Zdenek highlights the complexities present in captioning NSI, stat-
ing that “captioning is not simply about the sounds themselves 
but about the relationships among sounds, images, and the audi-
ence’s presumed knowledge (or cultural literacy). A sound should 
be analyzed not only in terms of its sonic and contextual salience 
within a scene but also in terms of its visual and cultural salience 

to the audience” [71]. The World Wide Web Consortium (W3C), the 
main organization governing web standards, recommends that NSI 
be captioned when it states that captions should “include all dia-
logue and equivalents for non-dialogue audio information needed 
to understand the program content, including sound efects, music, 
laughter, speaker identifcation, and location” [17]. The Described 
and Captioned Media Program’s Captioning Key, administered by the 
National Association of the Deaf, further outlines the importance of 
including background music and onomatopoeic descriptions when 
captioning non-speech sound [53]. 

Much like how the style of NSI captioning varies from one con-
tent creator to another, there are various opinions and personal pref-
erences for customization in the visual display of captions among 
DHH users. It is largely agreed upon that the contrast between the 
captions and background should be high enough to be readable 
and that captions should not obstruct critical visual components of 
the screen. However, there is no clear consensus on the color and 
typeface of text, caption background color, and opacity, the number 
of lines of captioning, caption placement, as well as personal pref-
erence for genre-adaptive caption typeface and movement [8, 15]. 

2.3 Sound Communicating Technologies for 
Communicating Non-Speech Information 

Previous work has explored communicating specifc facets of NSI 
and ESI through modifcations of captions, or through novel sound 
communication technologies (SCTs). Alonzo et al. explored NSI 
communication in the context of user-generated content through 
the addition of graphic captions and icons [7]. They highlighted 
that, while text is efcient at communicating information precisely 
and with potentially less visual distraction, it often does not in-
clude the desired level of temporal and contextual information. 
Dynamically altering properties of the text, such as size, place-
ment, and typeface, have been shown to efectively communicate 
sonic attributes such as loudness [67]. Kushalnagar et al. empha-
size the difculty in communicating NSI through captions due to 
the simultaneous delivery of aural and visual content and lack of 
standardization in representing non-speech information. They ex-
plored the beneft of incorporating vibrotactile haptics as a way to 
augment communication of NSI [43]. 

Preferences for speaker identifcation in a fast-paced, multi-
speaker setting have been researched to efectively communicate 
ESI in non-interactive audio-visual media [28]. Moreover, the com-
munication of contextual vocal expression, such as sarcasm, and 
perceived emotional content based on a speaker’s tone of voice 
has been previously explored through the formatting of text, the 
inclusion of additional punctuation and/or icons as indicators, and 
adjustments to the visual design of the text [22, 26, 31, 45]. Dynamic 
movement and positioning of letters to indicate sonic and afective 
qualities as well as speaker identity location have been extensively 
investigated to improve ESI captioning [16, 40, 61]. However, these 
technologies have yet to be evaluated for longer periods and have 
not yet seen large-scale implementation. 
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3 DATA COLLECTION AND ANNOTATION 

3.1 Sourcing Video Captions and Metadata 
To analyze the contemporary and historical state of NSI captioning 
on YouTube, we developed a dataset consisting of two diferent sam-
ples of videos: a popular video sample and a studio video sample. 
The popular sample aimed to understand the captioning practices 
in a broad spectrum of popular, impactful videos on YouTube. In 
contrast, the studio sample was more targeted. It sought to ex-
amine captioning practices among the top-tier production houses, 
often viewed as industry benchmarks due to their infuence and 
vast resources available for accessibility. Furthermore, many of 
these production houses produce content that is legally mandated 
by the FCC to be captioned when broadcast on television in the 
United States, some of which may overlap with their online con-
tent. Therefore, given the diferences in the production, captioning, 
and distribution processes, this distinction is made to more clearly 
understand the trends and possible accessibility improvements to 
be made in these two diferent systems of content production. For 
both samples, we retrieved videos from every month spanning the 
years 2013 to 2022 and limited our selection to videos primarily 
from the US, in English, and presented in a standard 2D format. 

3.1.1 Selection Criteria for Popular Sample. For the popular sample, 
we employed the search().list method from YouTube’s Data 
API to source the most popular videos by view count for each 
of YouTube’s 32 video categories1. Content creators assign one 
of these categories to each of their videos upon upload, thus in 
this categorization scheme, each video is associated with only one 
category, refecting the creators’ perception of their content. For 
each of these categories, up to 500 of the most popular videos were 
retrieved for each month for the 2013–2022 period. 

3.1.2 Selection Criteria for Studio Sample. Videos in this category 
were sourced from 25 YouTube channels owned by leading produc-
tion companies each valued at over 1 billion USD, as estimated by 
Forbes [55]. The channels supplying captions for the studio sample 
include: 

• Comcast: NBC, Universal Pictures, Peacock Kids, SyFy, MSNBC. 
• Walt Disney: Disney, Pixar, ESPN, LucasFilm, Marvel Enter-
tainment. 

• Paramount Global: Paramount Pictures, Showtime, Comedy 
Central, Nickelodeon, BET. 

• Warner Bros. Discovery: Warner Bros. Pictures, Discovery, 
DC Entertainment, HBO Max, CNN. 

• Fox Corporation: Fox Sports, Fox News, Fox Weather, Fox 
Nation, Fox Business. 

Up to 500 (but typically far fewer) of the most popular videos in 
each channel were retrieved month-wise from 2013 to 2022 using 
the YouTube Data API. 

3.1.3 Captions Retrieval. The extraction of captions from YouTube 
videos was conducted through two primary methods: the YouTube 
Data API (v3) and the YouTube-DL tool2. The YouTube Data API 
facilitates data extraction by querying the search().list method 
and allows for fltering and identifcation of videos with captions 
1https://developers.google.com/youtube/v3/docs/videoCategories/list 
2https://ytdl-org.github.io/youtube-dl/ 

using YouTube’s search API. On the other hand, the YouTube-DL 
tool permits the specifcation of the preferred language (English) 
and the option to download only the captions, excluding video 
content. Notably, the extract_info method in this tool aids in 
pinpointing videos with captions. 

Both manually created captions (by human captioners) and au-
tomatically generated captions (by YouTube) were downloaded. In 
cases where videos ofered multiple caption modes, redundancy 
was minimized by retaining only one. Preference was given in the 
order: en, en-US, en-[other countries], followed by caption modes 
CC1 or DTVCC1, which are primarily utilized for caption displays. 

3.1.4 Metadata Retrieval. An essential facet of our methodology 
was the acquisition of metadata. For both sample types, we uti-
lized the YouTube videos API. By querying this API with individual 
video IDs from our curated lists, we were able to amass pertinent 
metadata for our study. This metadata includes high-level YouTube-
assigned topics as retrieved by the YouTube Data API3. In contrast 
to the user-assigned categories that we used to construct the pop-
ular sample, these topics are automatically assigned by YouTube 
using topic tagging models and each video may have more than 
one topic associated with it. Since users may choose a category 
based on criteria other than the best match to their content (e.g., 
search engine optimization), we group videos based on YouTube-
assigned topic in our analysis rather than user-assigned category. 
We simplifed the 62 YouTube-assigned topics in the dataset to 24 
high-level topics as defned in the mapping in Appendix B. In our 
analysis, we use this smaller set of topics to facilitate analysis and 
visualization. 

3.2 Automatic Retrieval of Estimated NSI 
Captions 

To minimize annotation eforts and to aid in analysis at scale, we 
defned an "estimated NSI criteria". This involved extracting all 
non-alphanumeric characters while excluding typical punctuation 
such as !?,.’. Following this, we manually examined the captions of 
500 videos from each sample to discern indicators that signifed the 
captions as NSI. 

We augmented our list of NSI criteria with a list of known in-
dicators, constructed on best practice recommendations from the 
Described and Captioned Media Program4 (DCMP) and the World 
Wide Web Consortium5 (W3C), along with considering practices 
from leading studio creators: 

• NSI Descriptors: These often include language identifers, 
sound efects, paralanguage, and manner of speaking iden-
tifers. They’re frequently encapsulated within [ ] or ( ), in 
line with standards set by DCMP and W3C which suggest 
using lowercase text. Examples include: 
– Language markers, such as "(speaking French)". 
– Identifers for the manner of speaking, e.g., "(whispers) 
Don’t go!". 

– Standalone NSI indicators like "(grunts in alarm)" for par-
alanguage. 

3https://developers.google.com/youtube/v3/docs/videos 
4https://dcmp.org/captioningkey/print 
5https://www.w3.org/WAI/WCAG21/Understanding/ 

https://5https://www.w3.org/WAI/WCAG21/Understanding
https://4https://dcmp.org/captioningkey/print
https://3https://developers.google.com/youtube/v3/docs/videos
https://1https://developers.google.com/youtube/v3/docs/videoCategories/list
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• Speaker Identifers: These highlight the speaker, especially 
when they’re of-screen or when clarity is needed. Typically, 
these are in uppercase letters, followed by a colon, as in 
"Narrator: This is the island of New Penzance." 

• Musical Elements: Musical markers can denote song ti-
tles, lyrics, descriptions of music, or even musical notes. For 
instance, "[♪♪♪]" or "♪ Searchin’ for light in the darkness 
♪". 

• Channel Identifers: These denote the medium of sound or 
communication. An example might be "[Woman over PA]: 
Your attention, please.". These often embed keywords such 
as ‘over’ or ‘on’ within brackets. 

• Formatting Best Practices: Of-screen sound efects are 
conventionally italicized. Sustained sounds adopt the present 
participle form, like "[dog barking]", whereas sudden sounds 
use the third person verb form, i.e., "[dog barks]". Envi-
ronmental sounds/efects sometimes amalgamate with ono-
matopoeia, leading to captions like "[doorbell ringing] ding-
dong". 

With these guidelines in place, we delineated indicators to assist 
in identifying estimated NSI captions. Our NSI criterion encom-
passes the following symbols: <, |, (, ), [, ], “”, >, ♩, , �, �, ♭, ♮, ♯, #, 
and :, and our ‘NSI estimator’ estimates that any caption containing 
these symbols has NSI. 

3.3 Manual Annotation 
To validate our NSI estimator and classify instances of NSI into 
diferent NSI types, we manually annotated a subset of the full 
dataset. We defned the subset by randomly selecting 300 videos 
with estimated NSI from each sample in 2013, 2018, and 2022. 

3.3.1 Annotation Labels. Our NSI labels were designed to cover a 
spectrum of non-speech information (NSI) found within captions. 
The following list illustrates our labeling strategy, based on types 
of NSI previously identifed in the literature [52]: 

• Not NSI: Captions that do not contain any NSI. 
• Music: Any genre of music, whether diegetic or not. 
• Environmental Sounds, Sound Efects, and Incidental 
Sounds: Non-music and non-speech sounds. This includes 
non-verbal vocalizations like laughter, grunts, and crying, 
provided they aren’t used to modify speech. 

• Extra-speech Information: Text that gives added context 
to spoken or signed language. 

• Additional Narrative Information: Descriptive text that 
doesn’t pertain directly to sounds. 

• Quoted Speech: Captions containing internal quotation 
marks. This label is used when there’s uncertainty about its 
current NSI status, prompting a possible revisit. 

• Unsure, Misc, or Ambiguous: For instances where the 
appropriate label is unclear or the caption doesn’t ft current 
categories. 

• Non-English Captions: Used for captions not written in 
English and subsequently excluded from further annotation. 

3.3.2 Annotation Process. We randomly partitioned the video data 
into three equally sized sets. Two members of our team indepen-
dently annotated the captions on each set using the labels defned 

in Section 3.3.1. Annotators could assign multiple labels to each 
caption when appropriate. Annotations were mainly based on the 
captions, but to ensure precision, links to the original videos along 
with start and end times for each caption were provided. This al-
lowed the annotators to refer back to the video for auditory and 
visual confrmation when uncertainty arose, especially when deci-
phering complex sounds or understanding context. 

Upon the completion of the primary annotations, the results 
from both annotators were revisited to resolve any discrepancies 
or disagreements. During instances of uncertainty about the in-
terpretation of a sound, the video was consulted to validate the 
correct label. This rigorous approach minimized errors and ensured 
the highest level of consistency. Discussions were held throughout 
the annotation process, and our labeling criteria were refned as 
necessary to better accommodate the data. 

4 YOUTUBE NSI CAPTIONING DATASET 
The resulting YouTube NSI Captioning Dataset consists of ~715k 
videos with a total of ~273M lines of captions, ~6M of which are 
estimated instances of NSI. These videos span 10 years and 21 topics. 
The dataset consists of two samples: 1) popular which contains a 
broad spectrum of popular, impactful videos and 2) studio which 
contains videos from production houses with vast resources avail-
able for accessibility. Within the full dataset, NSI has been identifed 
using our NSI estimator (see Section 3.2), and a subset of the dataset 
has NSI manually annotated by the research team. This annotated 
subset consists of 1799 videos with a total of ~36k annotated cap-
tions lines, ~114k of which are instances of NSI annotated on 7 
diferent categories. These videos span 3 years (2013, 2018, and 
2022) and 20 YouTube-assigned topics. Each video has annotations 
by 2 annotators along with the consensus annotation. The dataset 
contains the links to the YouTube videos, the captions, the video 
metadata from the YouTube API, and the annotations described 
above. The temporal and topic distributions of both the full dataset 
and annotated subset are in the Appendix in Figures 8 and 9. The 
dataset is available here: https://doi.org/10.5281/zenodo.10681804. 

5 MEASURES OF NON-SPEECH INFORMATION 
IN CAPTIONS 

We defne four measures of NSI in captions: 1) NSI presence, 2) NSI 
count per minute if present (NSI CPMIP), 3) Estimated NSI presence 
and 4) Estimated NSI count per minute if present (Estimated NSI 
CPMIP). NSI presence is defned as the proportion of videos in which 
we have manually identifed the presence of NSI captions. Estimated 
NSI presence is defned as the proportion of videos in which our NSI 
estimator has identifed the presence of NSI captions. NSI CPMIP and 
Estimated NSI CPMIP are measures of the density of NSI captions. 
For a set of videos � = {(��,count, ��,duration) | � = 1, 2, . . . , �}, CPMIP 
is defned as: � � 

��,countCPMIP = Median (1)
�� ∈� ′ ��,duration 

where � ′ = {(��,count, ��,duration) ∈ � | ��,count > 0} is the subset 
of � where at least one instance of NSI captioning is present in each 
video, ��,count is the count of NSI for video �� , and ��,duration is the 
duration in seconds for video �� . NSI CPMIP uses counts of manually 

https://doi.org/10.5281/zenodo.10681804
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Figure 1: The proportion of caption generation types (including the None type for videos without any captions) by year and 
sample. 

identifed NSI and Estimated NSI CPMIP uses the NSI estimator 
defned in Section 3.2. (Estimated) NSI presence is intended to be 
a measure of the prevalence of NSI captions, and (Estimated) NSI 
CPMIP is intended to be a measure of the quality of NSI captions 
based on the assumption that more frequently captioned NSI within 
a video is an indicator of better NSI captioning. 

6 ANALYSIS 

6.1 Trends in General Captioning Practices 
We begin our analysis by investigating how content creators typi-
cally generate captions in 2022 and how this practice has changed 
over the past decade. Recall that the popular sample aims to un-
derstand the captioning practices in a broad spectrum of popular 
videos, while the studio sample seeks to examine captioning prac-
tices among the top-tier production houses, often viewed as indus-
try benchmarks due to their infuence and vast resources available 
for accessibility. In Figure 1, we plot the proportion of captions 
that are automatically generated (Auto), manually generated (Man-
ual), or absent (None) in both our popular and studio samples from 
our full dataset. We fnd that content creators predominately use 
automatic captioning algorithms in their contemporary video cap-
tioning practice (60% and 84% for the popular and studio samples 
respectively), followed by not captioning videos at all (34% and 7% 
respectively), and lastly followed by manually generated captions, 
which make up just 6 and 8 percent of captions for the popular and 
studio samples respectively in 2022. When we look at the temporal 
trends, we see that in the studio sample, the use of automatically 
generated captions has increased signifcantly during the decade of 
analysis (from 49% in 2013 to 84% in 2022), primarily correspond-
ing to a reduction in uncaptioned videos (from 40% in 2013 to 7% 
in 2022) but also with a smaller reduction in manually captioned 
videos (from a peak of 19% in 2014 to 8% in 2022). The distribution 
of caption generation methods was relatively more stable in the 
popular sample, exhibiting a decrease in automatically generated 
captions over time (from 71% in 2013 to 60% in 2022), an increase in 

videos without captions (from 26% in 2013 to 33% in 2022), and an 
in increase in manual captioning (from 3% in 2013 to 6% in 2022). 

Prior to 2017, automatically generated captions did not contain 
any NSI. However, starting in 2017, YouTube’s automatically gener-
ated captions have included some NSI captions, but they are limited 
to [laughter], [music], and [applause]. For richer, more informative 
NSI captions, content authors currently must manually generate or 
edit captions. Thus, while overall captioning in the studio sample 
has dramatically increased over the past decade, the number of 
manually-created captions that more likely have informative NSI 
has actually decreased. Whereas for the popular sample, overall cap-
tioning has slightly decreased, but manually captioning increased 
by a factor of 2. In the remainder of the paper, we focus our analysis 
only on videos with manually created captions since only those 
videos have the rich NSI information that we are interested in. 

6.2 Trends in NSI Captioning Practices 
To investigate the current state of NSI captioning and recent trends, 
we frst computed estimated NSI presence and estimated NSI CP-
MIP on the full dataset. We fnd that the estimated NSI presence and 
estimated NSI CPMIP are roughly the same for automatically gen-
erated captions in both the popular and studio samples in 2022 (see 
Figure 2a and 2b), as we would expect since both samples use the 
same algorithm. However, for manually generated captions in 2022, 
we fnd that the popular video sample has both greater estimated 
NSI presence and estimated NSI CPMIP. Looking at this trend in 
manual captions over time (see Figure 3), we fnd that the diference 
in estimated NSI presence between the popular and studio samples 
has persisted for the past decade, with an oscillating pattern occur-
ring in both samples, but we fnd the trend in estimated NSI CPMIP 
is more complicated — the popular sample exhibits an oscillating 
pattern, but the studio sample has had a decline by a factor of 3.2 
over the past decade (from 2.79 in 2013 to 0.87 in 2022). 

The analysis of NSI thus far has been dependent on our NSI 
estimator. To validate our estimator and investigate NSI caption-
ing practices in greater detail, we computed NSI presence and NSI 
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Figure 2: Top: The (a) mean estimated NSI presence and (b) median estimated NSI CPMIP for auto and manual caption generation 
types for both the popular and studio 2022 samples in the full dataset. Bottom: The (c) mean NSI presence and (d) median NSI 
CPMIP for all annotated NSI types in both the popular and studio 2022 samples of the annotated subset. 

Figure 3: Left: The (a) mean estimated NSI presence and (c) median estimated NSI CPMIP by year for manual captions in both 
the popular and studio samples in the full dataset. Right: The (b) mean NSI presence and (d) median NSI CPMIP by year for 
both the popular and studio samples in the annotated subset (i.e., 2013, 2018, 2022). 
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Figure 4: NSI Presence of NSI types by year for both the popular and studio samples in the annotated dataset (i.e., 2013, 2018, 
2022) 

CPMIP on our annotated dataset, which is limited to manually cap-
tioned videos with estimated NSI. We fnd that All NSI types (i.e., 
presence of any annotated NSI) has an NSI presence value of 0.88 
and 0.92 for the popular and studio samples respectively, which 
is equivalent to the precision of our estimator. Thus, the simple 
estimator is of relatively high quality, but it slightly overestimates 
NSI in the popular sample more so than the studio sample. This 
results in the studio sample exhibiting a slightly higher NSI pres-
ence than the popular sample in 2022, a trend which holds over the 
past decade as shown in Figure 3b. However, the observed trends in 
estimated NSI CPMIP seem to still hold true in NSI CPMIP, with the 
studio sample NSI CPMIP still dropping signifcantly over the past 
decade (from 2.68 in 2013 to 1.22 in 2022) as shown in Figure 3d. 
Furthermore, when we break NSI presence and NSI CPMIP down by 
diferent NSI types (see Figure 2c and 2d) in 2022, we fnd that the 
increase in NSI presence in the studio sample over the popular sam-
ple is due to a large diference in Extra-speech Information presence 
(popular: 0.49; studio: 0.72), rather than from Music (popular: 0.36; 
studio: 0.21) or Environmental sounds, sound efects, and incidental 
sounds (popular: 0.42; studio: 0.23), which are actually much lower 
in the studio sample. We fnd that NSI CPMIP for all types of NSI 
is lower in the studio sample than the popular sample and that for 
both samples, Extra-speech information has the highest NSI CPMIP. 
When we look at these trends over time (see Figure 4), we fnd that 
Extra-speech information has been increasing (from 0.62 in 2013 
to 0.72 in 2022) in the studio sample, while Environmental sounds, 
sound efects, and incidental sounds and Music has been decreasing 
(Music: from 0.24 in 2013 to 0.21 in 2022; Environmental sound: 
from 0.32 in 2013 to 0.23 in 2022). 

6.3 Factors Afecting NSI Presence and Density 
To understand what factors afect the presence and density of NSI 
captioning, we investigated the relationship between our measures 
of NSI and video popularity, video topic, and video duration. 

6.3.1 Video popularity. In Figure 5a, we plot video view counts for 
manually-captioned videos with and without estimated NSI and fnd 
that the popularity of a video does not seem to have a relationship 
to the presence of NSI in a video. However, when we look at the 
relationship of view count to caption generation type (see Figure 5b), 
we fnd that videos with manually-generated captions tend to be 

more popular, followed by videos with automatically-generated 
captions and, lastly, videos without captions. 

6.3.2 Video topic. We also computed the NSI measures on both 
samples of the full and annotated dataset broken down by our 
simplifcation of YouTube-assigned topic. We found that all topics 
seem to have some videos with NSI in them, but the proportion 
with NSI (i.e., NSI presence) does vary by topic, as does the NSI 
CPMIP (see Appendix Figures 10 and 11 for details). Thus, the 
presence and density of NSI is dependent on the topic. We looked 
into the efect of topic further by computing the entropy of the 
NSI type distribution for each topic in the annotated dataset (see 
Figure 6a) — this provides an indication of the diversity of NSI types 
within each topic, e.g., if there is primarily one NSI type present in a 
particular topic (an example of low entropy) or if all NSI types were 
equally present in a topic (an example of high entropy). We found 
that there was considerable entropy variation among topics, with 
the Lifestyle (2.08), Music (1.98), and Food (1.93) topics having the 
highest entropy, and Sports (0.60), Military (0.72), and Humour (0.99) 
having the lowest entropy. When we looked at the mean entropy 
averaged over topics that were common to both the popular and 
studio samples in the three years of analysis (see Figure 6b), we 
found that mean entropy was quite similar for the two samples 
in 2013 and 2018, but has begun to diverge slightly in 2022 with 
the studio sample having lower entropy than the popular sample 
(popular: 1.58; studio: 1.23). 

While NSI presence showed slight variation between topics, 
NSI CPMIP difered substantially with topics such as ‘Religion’ 
and ‘Music’ having well over four times the CPMIP compared to 
‘Military’ and ‘Politics’ videos. While the distribution of types of 
NSI captions (e.g. music, sound efects) has not appeared to change 
substantially over time, this distribution difers greatly by topic. 
Additionally, the entropy of NSI caption types varied substantially 
by topic where, for example, ‘Lifestyle’ and ‘Music’ videos had 
substantially more NSI caption type diversity when compared to 
‘Sports’ and ‘Military’ videos. Given these factors impacted by 
topic, future captioning analysis research and development of novel 
technologies must therefore consider the infuence of topic/genre. 

6.3.3 Video duration. To investigate the relationship between video 
duration and NSI caption density, we analyzed the manually cap-
tioned videos in the full dataset that had at least one NSI caption. 
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Figure 5: (a) YouTube video view counts by estimated NSI presence for both the popular and studio 2022 samples of videos with 
manually-generated captions. (b) YouTube video view counts by caption generation type for both the popular and studio 2022 
samples. 

Figure 6: (a) Entropy of NSI type distribution by YouTube-assigned topic for both popular and studio 2022 samples in the 
annotated subset. (b) The mean entropy of NSI type distributions by year for both popular and studio samples in the annotated 
subset, with each year averaged over the 6 YouTube assigned topics common to both samples in all years. Low entropy indicates 
a focus on fewer NSI types per topic and thus less diversity of NSI types per topic, whereas high entropy indicates a more 
distributed focus across NSI types per topic and thus more diversity of NSI types per topic. 

We construct three distinct video duration groups for our analysis: 
‘< 1 min’, ‘1 - 10 min’, and ‘> 10 min’. Notably, at the time of dataset 
construction, none of the videos tagged as YouTube Shorts in the 
YouTube API contained manual captions. Therefore all videos an-
alyzed here are regular YouTube videos and not YouTube Shorts, 
which are typically displayed in a vertical 9:16 ratio and have their 
own placement and dedicated sub-systems within YouTube’s search 
and recommendation systems. We found that estimated NSI CP-
MIP tends to decrease as video duration increases for both samples 

(see Figure 7a). We performed a two-way aligned rank transform 
(ART) ANOVA [69] to analyze the efect of the sample and duration 
group on estimated NSI CPMIP. It revealed a statistically signif-
cant main efect for duration group (F(2,33859)=627.76, p<0.001), 
but did not show a statistically signifcant main efect for sample 
(F(1,33859)=0.04, p=0.85) nor a statistically signifcant interaction 
between sample and duration group (F(2,33859)=2.04, p=0.13). In 
a post hoc ART comparison test, we found all contrasts of dura-
tion groups to be statistically signifcant (p<0.001). We also found 

https://F(2,33859)=2.04
https://F(1,33859)=0.04
https://F(2,33859)=627.76
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a statistically signifcant negative Spearman rank correlation be-
tween estimated NSI CPMIP and video duration, both in the studio 
(r=-0.51, p<0.001) and popular samples (r=-0.35, p<0.001). Lastly, 
when we look at the median estimated NSI CPMIP over time for 
each duration group (see Figure 7b and c), we see the trend that 
the rank order of the duration groups by estimated NSI CPMIP is 
largely maintained for both samples in all years except for in 2015 
when the two longest duration groups were about equal. 

7 DISCUSSION 

7.1 Manually Captioned Videos Have More 
Views 

The view count for manually captioned videos from the popular 
sample had higher view counts than those with automatic or no 
captions, as seen in Figure 5. Additionally, the presence of NSI in the 
captions appeared to have no clear relationship to view count, fur-
ther suggesting that the mode of captioning, manual or automatic, 
has more impact than the quality or quantity of NSI captioning. 
This trend may have been explained by creators before, such as cre-
ators choosing to manually caption only videos that are receiving a 
high number of views or creators only manually captioning videos 
they believe are of a high quality. However, the causality of this 
trend may also operate in the reverse direction. Many non-YouTube 
afliated resources online claim that manually adding captions or 
a video transcript to YouTube improves search engine optimiza-
tion (SEO) for the video, claiming that this additional text resource 
allows search engines and recommendation algorithms to more 
accurately index the video and therefore recommend the video [46]. 

High-quality manual captions may also be an attractive feature 
to some viewers, and essential to some viewers having access to the 
videos at all, and therefore videos with, presumably, higher-quality 
manual captions are simply accessible to and enjoyed by more peo-
ple, notably DHH audiences who have expressed dissatisfaction 
with the quality of captioning on YouTube [59]. YouTube addition-
ally allows users to flter search results based on whether they have 
a caption track that was not automatically generated by YouTube. 

Some content creators additionally add “[CC]” or “#Captioned” to 
their video titles or descriptions to communicate that they believe 
their video possesses high-quality captioning [47]. On the reverse 
side, videos that use sensitive non-advertising-friendly words, such 
as racist or sexist language, slurs, or swear words, can be fagged 
and demonetized by YouTube and may not be recommended to as 
many viewers. This fagging process can be done on the basis of 
automatically generated captions, which may falsely identify and 
caption sensitive words or phrases in a video that does not contain 
any [47]. Therefore, content creators who manually caption their 
videos may avoid this fagging if they ensure their caption tracks 
do not contain sensitive words or phrases, potentially resulting in 
more views for content with manual captions. 

While overall captioning rates have decreased in the popular sam-
ple, the rate of manual captioning has increased two-fold. However, 
the percentage of videos in the popular sample with no captions 
at all increased by nearly 10% from 2021 to 2022. With the rise 
of automatic caption use in the videos in the studio sample, it is 
unclear why such a signifcant amount of content creators would 
not opt to use automatic captions, instead, explicitly opting out of 
having automatically generated captions on their videos. Content 
creators may view automatic captioning as insufciently accurate 
or distracting to their videos, and some may have additional con-
cerns about how these potentially inaccurate representations of 
their video content may impact their videos’ SEO. While currently, 
creators have to actively opt out of having automatically gener-
ated captions appear as an option on their videos, it is unclear if 
accounts from diferent regions or of diferent ages go through this 
same process. For example, an account that existed long before 
automatic captioning was a feature on YouTube may have this new 
feature turned of by default, and these creators have simply not 
opted-in to this. Future research could explore the various factors 
that infuence video creators to not include automatically generated 
closed captions in their videos. 
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7.2 Diferences in Large Studio Captioning 
Practices 

When manually captioned, videos from the popular sample had a 
20% higher rate of NSI presence compared to videos from the studio 
sample using the NSI estimate. While this trend was narrowly 
reversed in the annotated dataset, the overwhelming majority of 
NSI captioning in the studio sample consisted of ESI, such as speaker 
labels. Additionally, the median CPMIP rate in the popular sample 
videos was over twice as high as the large studio sample in both 
the estimate and annotated analyses. Large studios are increasingly 
using YouTube’s automatic captioning system over adding manual 
captions, as seen in Figure 1. While this has led to a notable decrease 
in uncaptioned videos, the quality of automatic captions is notably 
lower, particularly with regard to NSI. However, even within large 
studios’ manual captions, the CPMIP of NSI captions has exhibited 
a 3-fold decline over the past ten years. Lastly, the diversity of 
types of NSI captioning seen in each video, captured by entropy 
in Figure 6, is consistently higher in the popular sample when 
compared to the studio sample across all annotated years as well 
as all topics with the exception of ‘Military’ videos. Extra-speech 
information (e.g. speaker labels and manner of speech indicators) 
had the highest presence and CPMIP in both the popular and studio 
samples. Interestingly, some videos in the popular sample used 
captions in creative capacities that did not describe audio events but 
rather used the captions to add additional commentary, contextual 
information, narration, or short summary reminders. This use of 
creative captions was not seen in videos in the studio sample. 

These trends in the large studio sample may be a result of in-
creased reliance on post-editing of ASR captioning tools in the 
process of manual captioning. In a 2023 survey on captioning with 
over 300 respondents across a variety of industries, over 40 percent 
of respondents reported using post-edited ASR outputs for captions 
[5] — this is up from 27 percent in 2017 as reported in a similar 
survey with over 1400 participants [4]. Notably these automated 
tools may detect NSI at a much lower rate, if at all, which may lead 
captioners who are editing ASR captions to focus only on speech 
content and caption NSI at a lower rate as well. Therefore, auto-
mated captioning tools that more frequently and accurately detect 
and caption NSI may help increase the density of NSI captions, even 
in manually captioned videos. Further research into current profes-
sional captioners’ practices is needed to more deeply understand 
the role of current ASR captioning tools in the trend of decreasing 
NSI CPMIP in manual captions on large studios’ YouTube videos, 
as well as how future automated NSI captioning tools could be 
meaningfully incorporated into the manual captioning process. 

Several notable patterns of inaccuracies and errors in captions 
on large studios’ YouTube videos were also noted. There were 
timing errors and delays present in many of the professional studio 
captions, with the captions being delayed by over ten seconds in 
some cases 6. This may be because live CART-style captions are 
used when the content is being broadcast live on TV, and these 
captions are not time-corrected before being uploaded to YouTube. 
Additionally, some captioning tracks on the large studio videos 
appear to be gibberish, containing a series of random, uncorrelated 

6Large timing delay example: https://www.youtube.com/watch?v=zYh6Rw5DSbY 

letters 7. This may be due to a technical error with digital TV 
(DTV) captioning protocols, caption display commands, or raw 
input from a stenographic keyboard not being processed correctly. 
Both the timing errors and gibberish captioning tracks illustrate that 
the captioning practices and general production and distribution 
processes of large studios are complex. 

Therefore these studios may require caption processing solutions 
and quality assurance strategies that are quite diferent from other 
content creators. Additionally, the majority of content produced by 
these studios is legally required to be profciently captioned while 
being broadcast on TV or large streaming platforms. However, the 
clips that are selected by the studios to be edited and uploaded to 
YouTube may have their captioning fles either lost, as evidenced 
by the over 90% of large studio videos with no manual captions, or 
introduce errors in the timing and quality of the captions during 
this process. Additionally, video content with scripted dialogue 
may be more common in media produced by large studios and 
can leverage auto-aligning features based on the dialogue script or 
video transcript [47]. 

7.3 Video Duration Infuences NSI Caption 
Density 

There is a weak but signifcant correlation between NSI CPMIP and 
video duration, in both the studio and popular samples. Notably, in 
the full 2022 dataset, videos shorter than one minute had a median 
CPMIP approximately 5 times higher than videos longer than 10 
minutes. 

This may be due to the fact that shorter videos simply require 
less time and efort to be captioned compared to longer videos, 
therefore captioners, particularly amateur captioners, are less likely 
to experience fatigue while captioning, which may lead to more 
NSI being captioned. Additionally, NSI may be more important to 
the narrative and intelligibility in shorter videos that have less time 
to establish context. Therefore creators may fnd it more neces-
sary or advantageous to caption NSI in these videos. Even though 
none of the analyzed videos were tagged YouTube Shorts, the rise in 
popularity of short-form video and the resulting stylistic trends es-
tablished for these videos may impact content creators’ captioning 
practices. Lastly, the shorter video content itself may be relatively 
more NSI-dense as a result of stylistic trends in short-form video 
content. 

7.4 Presence and Density of Manually 
Annotated NSI Is Generally Low 

Based on our analysis, only 6-8% of videos in our sample have 
manual captions, and of those 88-92% have any form of NSI, re-
sulting in just 5-7% of videos containing any NSI outside of the 3 
NSI labels that YouTube’s automatic captioning algorithm provides. 
Of the videos that have NSI, the density also seems low (and is 
decreasing for the studio sample, from 2.68 in 2013 to 1.22 in 2022). 
For an approximate reference of expected CPMIP in “high-quality” 
captions, we refer to Zdenek’s book Reading Sounds [71] in which 
he published NSI statistics for four Hollywood flms released on 
DVD. From his published data, we found the mean CPMIP for these 

7Gibberish caption example: https://www.youtube.com/watch?v=b9A4Js4G2q0 

https://www.youtube.com/watch?v=zYh6Rw5DSbY
https://www.youtube.com/watch?v=b9A4Js4G2q0
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releases was 3.03. In addition, much of the NSI is extra-speech in-
formation, particularly speaker labels. Music and environmental 
sound NSI are present in only 3-6% and 2-3% of videos respectively 
and at quite a low density as well — at less than 1 per minute when 
present. At face value, these values appear low for most content, 
but further research is needed to understand how that compares 
to “high-quality” NSI captions by respected captioners in the com-
munity, and how we can design tools to aid and inform captioners 
in their NSI captioning practices. Additionally, these fndings high-
light the need for improved captioning tools to encourage manual 
captioning or editing of automated captions, as well as improved 
tools for automatic captioning of NSI. 

7.5 Implications of Findings on Improving NSI 
Captioning 

After analyzing the data, several insights emerged that indicate 
possible points of improvement in captioning system design as well 
as avenues for future HCI research related to NSI captioning. 

Improved Evaluation of NSI Captioning Quality: In this study, 
even videos from the large studio sample were often not manually 
captioned, and upon manual inspection and annotation, it became 
clear that these videos could not be used as a meaningful bench-
mark for NSI captioning best practice. While several metrics exist 
to evaluate the accuracy of speech captioning such as word error 
rate and the NER metric [57, 62], no such metrics exist for NSI cap-
tioning. NSI captioning is often contextual and opinions regarding 
what NSI should be captioned and the desired level of detail varies 
among DHH viewers [52], increasing the difculty of establishing 
an NSI captioning quality metric. Combined with little research 
systematically exploring the efect of NSI captioning practices on 
DHH viewers’ experience, the need for frameworks or tools to eval-
uate NSI captioning quality that centered around DHH experiences 
is clear. While the development of a standardized metric would be 
greatly benefcial to the feld, video-sharing sites such as YouTube 
present an additional opportunity for community editing and feed-
back tools for NSI captions that allow viewers to rate NSI captions 
as well as suggest edits. 

The utilization of community-based collaboration on informa-
tion accessibility has been studied and shown to be efective in 
other marginalized communities and is an ongoing area of research 
and design exploration. For example, Audio Description (AD) re-
searchers working with viewers who are blind or low-vision (BLV) 
around the accessibility of video media have investigated collabora-
tive AD creation tools, utilizing community-supported editing and 
evaluating approaches, and their fndings suggest this is an efective 
way for creating AD that better meets the needs of BLV folks [3, 39]. 
Similarly, researchers also studied the efectiveness of crowd work-
ers’ collective evaluation of visual descriptions of images by making 
suggestions and voting for the best descriptions [44]. Therefore, 
similar community-based editing and authoring synergies can be 
leveraged to improve the quality of the automatically generated 
speech and NSI captions for DHH viewers. 

Additionally, if automatic models are used in the process of cap-
tion generation, errors fagged by the community and user ratings 
could be used to improve the models as well as give feedback to 
the content creators themselves. Again, a similar pattern is seen 

in the AD space where authoring and automatic editing tools for 
AD make use of feedback [34, 60], and automatic speech and NSI 
captioning models could leverage the same design patterns. 

More Nuanced Automatic NSI Captioning: Given the wide-
spread use of automatic captioning in both popular and large studio 
videos identifed by this study and the severe limitations of current 
automatic NSI captioning on YouTube, it is clear that automatic NSI 
captioning requires improvement to provide DHH viewers more 
equitable access to video content that is automatically captioned. 
Specifcally, there is a clear need for the incorporation of automated 
audio captioning with increased NSI labeling capabilities designed 
to meet the needs of DHH audiences. This should include additional 
classes of NSI beyond music, applause, and laughter, and should 
include additional descriptive attributes, such as the genre of mu-
sic, the amount of laughter, etc. Additionally, these systems could 
provide viewers with increased agency to select if they would like 
automatically generated NSI captions to be displayed so that if the 
system is not meeting their needs, it will not increase distraction. 

Increase Ease of Manual Editing of Automatically Generated 
Captions: The evidence that shorter videos tended to have more 
NSI captions and were more likely to be manually captioned sup-
ports previous fndings that manual captioning and editing can 
cause fatigue in content creators [47]. Therefore, tools that gener-
ate automatic captions could make the process of manual editing 
more efcient to reduce captioning fatigue. To this end, these tools 
could communicate the confdence the model has in the accuracy 
of each of the generated speech or NSI captions, or other tools 
could be created to highlight areas of the video in which automatic 
speech and NSI captioning systems may be most inaccurate. These 
metrics could then be used to improve the manual editing process 
of automatic captions by inviting captioners to spend time on edit-
ing the most potentially problematic areas frst. Asking content 
creators to correct the captions that have the highest likelihood of 
being incorrect may lead to higher-quality captions on more videos, 
particularly in videos of longer duration. 

Additional Transparency of How Captions Afect Video Rec-
ommendations: Video distribution platforms, like YouTube, could 
improve transparency around how manual and automatic caption-
ing factors into their recommendation and demonetization systems. 
This clarity might encourage more creators to enable automatic 
captioning on their videos if they knew how that might afect the 
video’s view counts. Additionally, platforms could educate creators 
about the importance of captioning and accessible content creation 
practices, as well as the limitations of automatic captioning systems, 
such as difculty with certain accents, limited NSI captioning, etc. 

Improved Media Processing Pipelines and Caption Align-
ment for Large Studios: This study highlighted that over 80% of 
videos produced by large studios leverage automatic captioning 
instead of using manual caption tracks, which likely already exists 
for most media shared on these channels such as short excerpts of 
clips that were previously broadcast on television in the USA, and 
were therefore legally required to be captioned. Therefore, high-
quality, legally compliant captions likely exist for these videos but 
are somehow separated from the video fles during the process of 
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editing and sharing these videos on YouTube 8. Given the diference 
in scale and media processing pipelines, large studios require dif-
ferent strategies to improve the quality of captioning of videos on 
their YouTube channels. The frst improvement would be a rework-
ing of media processing pipelines so that captioning tracks are not 
separated from their original videos while being edited for YouTube 
distribution. Additionally, automated time-alignment tools may be 
helpful to correct the delays between dialogue and captions often 
seen in videos where the captions were originally generated in real-
time, such as sports commentary clips. While the delays at the time 
of live-broadcaster are understandable, once these clips are shared 
in a fxed format, such as a YouTube video, time correcting the 
captions to align with the video’s sound appears to be a relatively 
easy way to greatly increase the quality of captions on YouTube 
channels owned by large studios. 

8 LIMITATIONS 
While this work provides a frst step toward understanding the ac-
cessibility of NSI information in YouTube videos, our approach has 
some limitations. First of all, we are limited by the retrieval capabil-
ities of the YouTube API which restricts our analysis to videos that 
are easily retrievable by popularity within a given YouTube channel 
or category. Thus, our sample may not be representative of NSI cap-
tioning practices on all of YouTube, but it should be representative 
of the most watched videos across categories. However, given this 
sampling, our results may be overly optimistic about the current 
state of NSI captioning on YouTube and the true presence of NSI 
captions may be even lower. Furthermore, many of the categories 
that were sampled from are user-assigned and may not always be 
refective of the true content of the video, and YouTube’s defni-
tion of “popular” when querying via their API is not transparently 
defned. Second, even in our sample of videos, there may be NSI 
that was undetected. This is because we only manually annotated 
videos that had already been estimated to contain NSI by our NSI 
estimator — thus we know the precision of this estimator, but we 
don’t know the recall. Thus, despite our eforts to catch as much NSI 
as possible with our estimator, we may be unknowingly neglecting 
some videos in this analysis. Notably, our sample focused exclu-
sively on English language captions from videos released primarily 
in the United States and the trends found hear may not generalize 
outside of this cultural context. Similarly, this study focused solely 
on captioning practices on YouTube and the fndings presented 
here may not translate to other video-sharing platforms, or even 
to similar video content created by the same studio distributed on 
diferent platforms. 

The annotation process itself may have introduced unintended 
bias, even with the process of independent labeling and rectify-
ing disagreements between annotators. The annotators were not 
trained captioners and did not always consider the full context of 
the entire video while annotating the captions that were fagged 
by the flter as plausibly containing NSI. Additionally, given the 
exploratory nature of this work, the causality and underlying mech-
anisms of some trends, such as why manually captioned videos 

8Such as this video which contains no access to captioning https://www.youtube.com/ 
watch?v=s58yfxvAvqU. This is a short clip of the ESPN show The Jump, which aired 
on American TV. 

tend to have more views, could be partially explained by current 
literature [46, 47], other trends, such as why over 80% of large stu-
dio videos do not contain manual captions, could not currently be 
sufciently explained by the current dataset or available literature. 
We therefore recommend the underlying mechanisms driving these 
trends be explored in future work. 

Lastly, only closed captions were analyzed. Open captions, which 
render the caption onto the video, would require video content 
analysis using computer vision, which was out of the scope of this 
work. While presumably less common than closed captions, this 
accessible NSI information is left out of our analysis. 

9 CONCLUSION & FUTURE WORK 
In this work, we performed an initial study of NSI captioning prac-
tices on YouTube to understand the contemporary state and histor-
ical trends, and to identify technological gaps that could improve 
the accessibility of the vast collection of videos on YouTube. The 
key contribution of this research is the compilation, annotation, 
and exploratory analysis of the captions of close to 715k YouTube 
videos published from 2013-2022. Approximately 36k lines of cap-
tions were manually annotated with the specifc sub-type(s) of NSI 
they contained, and the resulting dataset is publicly available at: 
https://doi.org/10.5281/zenodo.10681804. 

We conducted an exploratory analysis of the dataset. Notable 
trends in this exploratory analysis included the relationship be-
tween higher view counts on videos with manual captions, notable 
diferences in captioning practices between the large studio and 
popular video samples, as well as the efect of video duration and 
topic on NSI captioning. 

Future work may explore the underlying mechanisms of the 
trends uncovered by this paper. These include the captioning prac-
tices and video content distribution pipelines used at larger studios 
that result in over 80% of videos on these channels not having 
manual caption tracks available on YouTube, even though manual 
caption tracks for the same content are available on other platforms. 
Additionally, the trend of over 30% of popular videos not having 
manual or automatic captioning available is a pressing concern. As 
imperfect as automatic captioning often is, providing absolutely 
no captioning is arguably worse. Given that, at the time of publi-
cation, channels have to actively opt out of automatic captions on 
their videos, it is important to more deeply understand the moti-
vations behind content creators choosing to do this. Similarly, a 
deeper, authoritative understanding of how captioning, be it auto-
matic or manual, impacts a video’s recommendation performance 
and monetization eligibility would be very benefcial for content 
creators. 

While best-practice guides and small studies have investigated 
the impact of inadequate NSI captioning on DHH viewers’ expe-
riences, more research is needed in this area to undercover how 
specifc factors, such as video genre, on-screen redundancy of NSI, 
and poorly described NSI, impact the viewing experience. Addi-
tional work is also needed to investigate the details of captioning 
practices and trends within diferent categories of NSI, such as 
music or sound efects, on a more granular level to understand the 
nuances behind each category to better inform the design of new 
captioning tools. 

https://www.youtube.com/watch?v=s58yfxvAvqU
https://www.youtube.com/watch?v=s58yfxvAvqU
https://doi.org/10.5281/zenodo.10681804
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A ADDITIONAL FIGURES 
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(a) Video Distribution by Year in Full Dataset
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(b) Video Distribution by Year in Annotated Dataset

Sample: Popular Studio

Figure 8: Video distribution by year within the YouTube NSI Captioning Dataset for both the full (a) and annotated datasets (b) 
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(a) Video Distribution by Topic in Full Dataset
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(b) Video Distribution by Topic in Annotated Dataset

Sample: Popular Studio

Figure 9: Video distribution by YouTube-assigned topic within the YouTube NSI Captioning Dataset for both the full (a) and 
annotated datasets (b) 
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Figure 10: The (a) mean estimated NSI presence and (b) median estimated NSI CPMIP by YouTube assigned topic for both the 
popular and studio 2022 samples in the full dataset. 
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Figure 11: The (a) mean NSI presence and (b) median NSI CPMIP by YouTube assigned topic for both the popular and studio 
2022 samples in the annotated subset. 
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B YOUTUBE TOPIC SIMPLIFICATION 
YouTube-assigned topics from the YouTube Data API were simplifed and mapped to higher-level topics (e.g., �������� → ������) using the 
following table: 

YouTube Topic 
https://en.wikipedia.org/wiki/Action-adventure_game 
https://en.wikipedia.org/wiki/Action_game 
https://en.wikipedia.org/wiki/American_football 
https://en.wikipedia.org/wiki/Association_football 
https://en.wikipedia.org/wiki/Baseball 
https://en.wikipedia.org/wiki/Basketball 
https://en.wikipedia.org/wiki/Boxing 
https://en.wikipedia.org/wiki/Business 
https://en.wikipedia.org/wiki/Casual_game 
https://en.wikipedia.org/wiki/Christian_music 
https://en.wikipedia.org/wiki/Classical_music 
https://en.wikipedia.org/wiki/Country_music 
https://en.wikipedia.org/wiki/Cricket 
https://en.wikipedia.org/wiki/Electronic_music 
https://en.wikipedia.org/wiki/Entertainment 
https://en.wikipedia.org/wiki/Fashion 
https://en.wikipedia.org/wiki/Film 
https://en.wikipedia.org/wiki/Food 
https://en.wikipedia.org/wiki/Golf 
https://en.wikipedia.org/wiki/Health 
https://en.wikipedia.org/wiki/Hip_hop_music 
https://en.wikipedia.org/wiki/Hobby 
https://en.wikipedia.org/wiki/Humour 
https://en.wikipedia.org/wiki/Ice_hockey 
https://en.wikipedia.org/wiki/Independent_music 
https://en.wikipedia.org/wiki/Jazz 
https://en.wikipedia.org/wiki/Knowledge 
https://en.wikipedia.org/wiki/Lifestyle_(sociology) 
https://en.wikipedia.org/wiki/Military 
https://en.wikipedia.org/wiki/Mixed_martial_arts 
https://en.wikipedia.org/wiki/Motorsport 
https://en.wikipedia.org/wiki/Music 
https://en.wikipedia.org/wiki/Music_of_Asia 
https://en.wikipedia.org/wiki/Music_of_Latin_America 
https://en.wikipedia.org/wiki/Music_video_game 
https://en.wikipedia.org/wiki/Performing_arts 
https://en.wikipedia.org/wiki/Pet 
https://en.wikipedia.org/wiki/Physical_attractiveness 
https://en.wikipedia.org/wiki/Physical_ftness 
https://en.wikipedia.org/wiki/Politics 
https://en.wikipedia.org/wiki/Pop_music 
https://en.wikipedia.org/wiki/Professional_wrestling 
https://en.wikipedia.org/wiki/Puzzle_video_game 
https://en.wikipedia.org/wiki/Racing_video_game 
https://en.wikipedia.org/wiki/Reggae 
https://en.wikipedia.org/wiki/Religion 
https://en.wikipedia.org/wiki/Rhythm_and_blues 
https://en.wikipedia.org/wiki/Rock_music 
https://en.wikipedia.org/wiki/Role-playing_video_game 
https://en.wikipedia.org/wiki/Simulation_video_game 
https://en.wikipedia.org/wiki/Society 
https://en.wikipedia.org/wiki/Soul_music 

Simplifed Topic 
Video game 
Video game 
Sports 
Sports 
Sports 
Sports 
Sports 
Business 
Video game 
Music 
Music 
Music 
Sports 
Music 
Entertainment 
Fashion 
Film / TV 
Food 
Sports 
Health 
Music 
Hobby 
Humour 
Sports 
Music 
Music 
Knowledge 
Lifestyle 
Military 
Sports 
Sports 
Music 
Music 
Music 
Video game 
Performing arts 
Pet 
Physical attractiveness 
Physical ftness 
Politics 
Music 
Sports 
Video game 
Video game 
Music 
Religion 
Music 
Music 
Video game 
Video game 
Society 
Music 

https://en.wikipedia.org/wiki/Action-adventure_game
https://en.wikipedia.org/wiki/Action_game
https://en.wikipedia.org/wiki/American_football
https://en.wikipedia.org/wiki/Association_football
https://en.wikipedia.org/wiki/Baseball
https://en.wikipedia.org/wiki/Basketball
https://en.wikipedia.org/wiki/Boxing
https://en.wikipedia.org/wiki/Business
https://en.wikipedia.org/wiki/Casual_game
https://en.wikipedia.org/wiki/Christian_music
https://en.wikipedia.org/wiki/Classical_music
https://en.wikipedia.org/wiki/Country_music
https://en.wikipedia.org/wiki/Cricket
https://en.wikipedia.org/wiki/Electronic_music
https://en.wikipedia.org/wiki/Entertainment
https://en.wikipedia.org/wiki/Fashion
https://en.wikipedia.org/wiki/Film
https://en.wikipedia.org/wiki/Food
https://en.wikipedia.org/wiki/Golf
https://en.wikipedia.org/wiki/Health
https://en.wikipedia.org/wiki/Hip_hop_music
https://en.wikipedia.org/wiki/Hobby
https://en.wikipedia.org/wiki/Humour
https://en.wikipedia.org/wiki/Ice_hockey
https://en.wikipedia.org/wiki/Independent_music
https://en.wikipedia.org/wiki/Jazz
https://en.wikipedia.org/wiki/Knowledge
https://en.wikipedia.org/wiki/Lifestyle_(sociology)
https://en.wikipedia.org/wiki/Military
https://en.wikipedia.org/wiki/Mixed_martial_arts
https://en.wikipedia.org/wiki/Motorsport
https://en.wikipedia.org/wiki/Music
https://en.wikipedia.org/wiki/Music_of_Asia
https://en.wikipedia.org/wiki/Music_of_Latin_America
https://en.wikipedia.org/wiki/Music_video_game
https://en.wikipedia.org/wiki/Performing_arts
https://en.wikipedia.org/wiki/Pet
https://en.wikipedia.org/wiki/Physical_attractiveness
https://en.wikipedia.org/wiki/Physical_fitness
https://en.wikipedia.org/wiki/Politics
https://en.wikipedia.org/wiki/Pop_music
https://en.wikipedia.org/wiki/Professional_wrestling
https://en.wikipedia.org/wiki/Puzzle_video_game
https://en.wikipedia.org/wiki/Racing_video_game
https://en.wikipedia.org/wiki/Reggae
https://en.wikipedia.org/wiki/Religion
https://en.wikipedia.org/wiki/Rhythm_and_blues
https://en.wikipedia.org/wiki/Rock_music
https://en.wikipedia.org/wiki/Role-playing_video_game
https://en.wikipedia.org/wiki/Simulation_video_game
https://en.wikipedia.org/wiki/Society
https://en.wikipedia.org/wiki/Soul_music
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YouTube Topic Simplifed Topic 
https://en.wikipedia.org/wiki/Sport 
https://en.wikipedia.org/wiki/Sports_game 
https://en.wikipedia.org/wiki/Strategy_video_game 
https://en.wikipedia.org/wiki/Technology 
https://en.wikipedia.org/wiki/Television_program 
https://en.wikipedia.org/wiki/Tennis 
https://en.wikipedia.org/wiki/Tourism 
https://en.wikipedia.org/wiki/Vehicle 
https://en.wikipedia.org/wiki/Video_game_culture 
https://en.wikipedia.org/wiki/Volleyball 

Sports 
Video game 
Video game 
Technology 
Film / TV 
Sports 
Tourism 
Vehicle 
Video game 
Sports 

https://en.wikipedia.org/wiki/Sport
https://en.wikipedia.org/wiki/Sports_game
https://en.wikipedia.org/wiki/Strategy_video_game
https://en.wikipedia.org/wiki/Technology
https://en.wikipedia.org/wiki/Television_program
https://en.wikipedia.org/wiki/Tennis
https://en.wikipedia.org/wiki/Tourism
https://en.wikipedia.org/wiki/Vehicle
https://en.wikipedia.org/wiki/Video_game_culture
https://en.wikipedia.org/wiki/Volleyball
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